Continuous simulation for flood estimation in ungauged mesoscale catchments of Switzerland – Part I: Modelling framework and calibration results
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S U M M A R Y

With the aim of calibrating a large number of catchments for a semi-distributed, process-based conceptual hydrological model, we introduce a straightforward yet robust automatic calibration procedure. Since identification of a global parameter optimum is not feasible in practical terms, the procedure presents a trade-off between computational time and algorithm complexity to identify, with reasonable effort, a parameter set that is well representative of the catchment’s dynamics. In its standard mode, the calibration combines three efficiency scores which are evaluated both for the entire calibration period and in terms of their annual and monthly variations. These scores are furthermore assessed only in their relevant value range, producing a comprehensive overall acceptability score which is used to guide an iterative parameter search algorithm. An additional set of four flood-sensitive scores is added, thereby improving results in the peak-flow range.

Calibration was done for 140 mesoscale (roughly 10–100 km\(^2\)) catchments in Switzerland, using the hydrological modelling system PREVAH (Precipitation–Runoff–EVApotranspiration–HRU related model) in hourly time steps. For 49 representative catchments with long gauge records, a median Nash–Sutcliffe efficiency (NSE) of 0.75 was achieved for the calibration period in standard mode. The limited loss in efficiency when moving to the validation period (median NSE: 0.72) proves the stability and representativity of the parameter sets identified, while a Monte-Carlo analysis underscores the effectiveness of our procedure. The Nash–Sutcliffe efficiencies for the additional flood calibration are slightly lower, but again almost equally high for the calibration (0.69) and the validation (0.67) period. Despite the concessions made to improve peak-flow results, the simulation’s hydrological plausibility was not compromised.

The ultimate goal of our study is flood estimation in ungauged Swiss catchments through continuous simulation using PREVAH. With the extensive calibration task presented in this article, the foundation is laid for regionalisation of the tuneable model parameters, which will be addressed in the companion paper (Viviroli et al., 2009a), along with detailed flood estimation results.

\(\text{© 2009 Elsevier B.V. All rights reserved.}\)

Introduction

Calibration is a key prerequisite for hydrological modelling; it is necessary for model parameters which either do not have a direct physical interpretation or cannot be measured at the appropriate scale. Adjustment of these parameters is typically regarded as successful when a measurable system output, e.g. runoff, and the model output show an acceptable level of agreement. A major difficulty is the fact that the data available for calibration are usually limited to observed time series of runoff (Jakeman and Hornberger, 1993; Kuczera and Mroczkowski, 1998). From a theoretical point of view, this information is rather sparse for identification of all model parameters (Wagener et al., 2003). Therefore, fitting a model on the basis of a single efficiency score may lead to unsatisfactory calibration results (Eckhardt, 2002). Additional measurements – e.g. snow cover, soil moisture or groundwater stages – would increase parameter identifiability (Kirchner, 2006), but they are usually not available for exhaustive applications such as the present one. The parameter set achieving the best performance is commonly
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assumed to be representative of the natural system under investigation. Perfect agreement of simulation and observation is not feasible due to various error and uncertainty sources involved e.g. in model structure or field measurements (see e.g. Beven, 1993; Vrugt et al., 2005); especially the influence of parameter uncertainty and equifinality has been discussed in dozens of papers since the mid-1990s and still finds a large response in the hydrological literature (see e.g. Beven, 2006a; Mantovan and Todini, 2006; Pappenberger and Beven, 2006).

Several calibration philosophies are reflected in the scientific literature. Following the advances in mathematical and hydrological knowledge, the formerly popular manual calibration has been gradually replaced by a series of more or less sophisticated search algorithms and objective functions (for a comprehensive overview see Duan et al., 2003). But along with these high-level discussions of model calibration issues, solutions are also required for practical hydrological questions. In the present article and its companion paper (Viviroli et al., 2009a), we focus on flood estimation in ungauged mesoscale basins, a subject which has high relevance in view of the large damage frequently caused by floods, particularly in mountainous areas (see e.g. Weingartner et al., 2003; Kron, 2006). For the ultimate goal of a process–basis flood estimation system based on continuous simulation (Viviroli et al., 2009a; see also Viviroli, 2007), an extensive calibration effort (140 basins using a process-based model at hourly resolution) is necessary which in turn forms the basis for regionalisation of the model parameters for ungauged basins.

Calibration of such a large number of catchments rules out any manual procedure as it would simply be too time-consuming and too subjective (Botterweg, 1995; Seibert, 1997; Madsen et al., 2002). On the other hand, comprehensive objective calibration schemes based on Monte-Carlo search procedures are too costly in terms of CPU time for extensive applications of process-based models. Therefore, we propose a cost-efficient and yet robust automatic calibration procedure which is uniformly suitable for treating a large sample of catchments and requires no user intervention. The procedure combines multiple measures of goodness-of-fit which are assessed over different time segments, and a fuzzy approach which considers the most sensitive range of the respective measures. Additionally, extending the work of Lamb (1999), a suite of flood-sensitive efficiency scores serves to adjust the model’s performance under high flow conditions without compromising overall hydrological plausibility.

In this first paper, the modelling framework (“Model description” and “Test catchments and data”) and the calibration strategy (“Standard calibration” and “Flood calibration”) are presented. In “Results” and “Discussion”, we show that despite its pragmatic architecture, the calibration procedure adopted here very effectively provides representative parameter sets which yield good validation results. The subsequent companion paper (Viviroli et al., 2009a) will then deal with regionalisation of the large set of tuned model parameters thus obtained and will discuss the flood estimation results.

**Model description**

We use the distributed hydrological model PREVAH (Precipitation–Runoff-EVapotranspiration–HRU related model; for definition of HRU see below) (Viviroli et al., 2009b), which has been developed with the intent of improving the understanding of the spatial and temporal variability of hydrological processes in catchments with complex topography (Gurtz et al., 1999; Gurtz et al., 2003). The suitability of PREVAH for such challenging environments has been proven since the mid-1990s in a wide range of applications (for an overview see Viviroli et al., 2007 and Viviroli et al., 2009b).

The spatial discretisation of PREVAH relies on the aggregation of gridded spatial information into hydrological response units (HRUs) (Ross et al., 1979; Gurtz et al., 1999). HRUs are clusters representing areas of a basin where similar hydrological behaviour is expected. In mountainous environments, it is most advisable to assign to an HRU all the grid cells located in the same meteorological sub-unit (e.g. the same range of elevation) and showing similar aspect, land-use type and soil properties (Gurtz et al., 1999). The HRU size is smaller where the ensemble of soil, land surface and topographic characteristics shows higher spatial variability. For the present project, the HRUs were generated from 0.5 × 0.5 km² raster cells.

The model is forced by interpolated values of observed climatic variables; six meteorological input variables at time steps of 1 h were used: precipitation (mm h⁻¹), air temperature (°C), global radiation (W m⁻²), relative sunshine duration (−), wind speed (m s⁻¹) and relative humidity (%). For spatial and temporal interpolation, procedures based on Detrended Inverse Distance Weighting (e.g. Garen and Marks, 2001) and Ordinary Kriging (e.g. Isaaks and Srivastava, 1989) were adopted.

The pre-processing and basic parameterisation of PREVAH includes the topographic analysis of the investigated catchments based on a Digital Elevation Model (DEM), on digital representations of land cover characteristics and on digital maps of soil types. Each HRU has to be provided with a set of parameters based on information derived from the DEM (elevation, aspect and slope) and the soil maps (plant-available soil field capacity, soil depth, hydraulic conductivity). The land-use information allows additional values required for determining evapotranspiration to be parameterised (albedo, root depth, interception storage capacity, vegetation height, leaf area index and minimum stomatal resistance of the various vegetation classes). Non-vegetated surfaces (snowpack, glaciers, rock, large water bodies and urban areas) have to be parameterised separately (Gurtz et al., 1999). Both meteorological and geophysical pre-processing are handled using a suite of comprehensive tools (Viviroli et al., 2007,2009b).

The most sensitive catchment-specific tuneable parameters to be calibrated are then (see Fig. 1): water balance adjustment factors for rainfall (PKOR) and snowfall (SNORKOR); parameters for snowmelt, i.e. threshold temperature (T0), temperature melt factor (TMMFSNOW) and radiation melt factor (RMFSNOW); parameters for ice melt, i.e. temperature melt factor (ICETMF) and radiation melt factor (ICERMF); storage times governing the process of runoff generation, i.e. surface runoff (KOH), interflow (K1H), quick baseflow (CG1H) and slow baseflow (K2H); threshold storage parameter for the generation of surface runoff (SGR); maximum storage available for fast baseflow (SLZ1MAX); percolation rate (PERC). In the model version used here, the non-linearity exponent for soil moisture recharge (BETA) is parameterised as a function of soil depth and altitude (Viviroli, 2007).

Details of the model physics, structure and parameterisation are reported in the comprehensive description by Viviroli et al. (2007), further information is found in the publications by Gurtz et al. (1999, 2003), Zappa and Gurtz (2003), Zappa et al. (2003) and Viviroli et al. (2009b).

**Test catchments and data**

The study area encompasses the Swiss Northern Alpine area, which is a challenging environment for modelling tasks due to its large heterogeneity of geophysical conditions (see Frei and Schär, 1998; Gurtz et al., 2003; Weingartner et al., 2003). Our focus is on mesoscale catchments with an area of roughly 10–1000 km²,
while only catchments without major influence of lake regulation and hydropower are examined (Fig. 2).

All catchments studied have at least 5 years of continuous gauged discharge data in hourly resolution within the 1984–2003 period (FOEN, 2008); for 49 representative catchments, complete time series are available for these years (also indicated in Fig. 2). The need for uninfluenced records restricts the availability of study catchments in the eastern Alpine part of Switzerland, which has a high hydropower density (Margot et al., 1992). Model forcing is derived from station data provided by MeteoSwiss (2008) in hourly to daily resolution (see Viviroli et al., 2007, 2009b). Geophysical information required for model parameterisation, such as soil properties and land use, is available for all of Switzerland (SFSO, 2003).

**Standard calibration**

Manual calibration of tuneable model parameters is often surprisingly effective (Boyle et al., 2000), particularly if the nonlinear nature of models and the complex nature of parameter interactions are borne in mind (Gupta et al., 2005). However, manual calibration has a number of relevant disadvantages: It requires a large amount of specific expert knowledge, it may be very time-consuming, and it has noticeable subjective components (Botterweg, 1995; Seibert, 1997; Madsen et al., 2002). For the present study, the large number of catchments (n = 140) already rules out any manual procedure as it would simply be too time-consuming. Furthermore, in view of the regionalisation of the tuneable model parameters envisaged by Viviroli et al. (2009a), the parameter sets should be as representative as possible for the physical and meteorological characteristics of the individual catchments (see e.g. Bronstert et al., 2003). This is more likely achieved by applying a uniform procedure with maximum objectivity. It should be noted that automatic procedures, too, contain subjective components (e.g. parameter range allowed), but since such user-defined boundary conditions can be kept constant for the calibration of multiple basins, the degree of subjectivity is certainly less pronounced. Obviously, the results from an automatic calibration also have to be verified by an expert.

For the aforementioned purposes, a monitored automatic procedure is proposed below. While being pragmatic and cost-effective, it yields robust and representative results and is therefore suitable for calibrating a large number of catchments and achieving reproducible parameter values. While we admit that the factor of computational power has become less limiting in the past years, e.g. through cluster programming, a major benefit of our method is that an extensive number of basins can be calibrated simultaneously by a single user within a reasonable timeframe. This is of particular relevance if regionalisation is to include information from as many calibrated basins as possible. The extensive calibrated and subsequently regionalised data may thus

![Fig. 1. Schematic of the PREVAH model structure with most sensitive tuneable parameters, storage modules and hydrological fluxes.](image-url)
lay the foundations for a national flood estimation system, as in the present work (see also Viviroli et al., 2009a).

Efficiency score system

Elementary scores used

As discussed above, discharge data are usually the only observations available for calibration; consequently, the amount of information for tuning the model parameters is very restricted. To improve utilisation of these sparse data, it was proposed to combine different efficiency scores (e.g. Gupta et al., 1998; Seibert and McDonnell, 2002; Madsen, 2000, 2003; Merz, 2002). Therefore, an objective scoring system has been designed to assess the goodness-of-fit between simulated and observed discharge from different points of view. The system develops recommendations by Seibert and McDonnell (2002) and is essentially based on the standard efficiency score by Nash and Sutcliffe (1970) ($\text{NSE}$), its logarithmic derivate ($\text{NSE}_{\text{ln}}$) and the volumetric deviation between observed and simulated runoff ($\text{VD}$).

The Nash–Sutcliffe efficiency ($\text{NSE}$) score is defined as follows:

$$\text{NSE} = \frac{\sum_{t=1}^{n}(Q_t - \bar{Q})^2}{\sum_{t=1}^{n}(Q_t - \bar{Q})^2}, \quad \text{NS} \in [-\infty, 1]$$

where $Q_t$ is the observed runoff at time step $t$, $\bar{Q}$ the average of observed runoff, $q_t$ the simulated runoff at time step $t$ and $n$ the number of time steps. $\text{NSE}$ quantifies the improvement of the model relative to the mean of the observations; it tends towards 1 when $q_t$ tends towards $Q_t$. Although criticised for being particularly sensitive to high flows, runoff variance and meteorological model input (see Legates and McCabe, 1999; Eckhardt, 2002; Schaefli and Gupta, 2007), it has remained a popular benchmark and is well suited to comparison and evaluation of model runs using different model parameters.

The particular sensitivity of $\text{NSE}$ to higher flow values can be amended with a simple logarithmic transformation which emphasises differences in medium and low flow periods:

$$\text{NSE}_{\text{ln}} = \frac{\sum_{t=1}^{n}(\ln(Q_t) - \ln(\bar{Q}))^2 - \sum_{t=1}^{n}(\ln(q_t) - \ln(\bar{Q}))^2}{\sum_{t=1}^{n}(\ln(Q_t) - \ln(\bar{Q}))^2}, \quad \text{NSE}_{\text{ln}} \in [-\infty, 1]$$

Finally, the volumetric deviation ($\text{VD}$) between observed and simulated runoff is assessed, this being an important measure to ensure the overall hydrological plausibility of the simulation. For use in calibration, we compute the average of absolute volumetric deviations relative to the observed value. This measure is well suited to guiding a parameter search algorithm since it is dynamic relative to observed discharge and has a convenient scale range.

$$\text{VD} = \frac{\sum_{t=1}^{n}|q_t - Q_t|}{n}, \quad \text{VD} \in [0, \infty]$$

Since $\text{VD}$ is based on the rate of simulated to observed runoff, it is difficult to interpret. Therefore, we introduce the annual average of the sum of volumetric deviations (where $k$ is the number of years that are simulated), which is far more straightforward to interpret:

$$\text{SVD}_a = \frac{\sum_{t=1}^{n}(q_t - Q_t)}{k}, \quad \text{SVD}_a \in [-\infty, \infty]$$

$\text{SVD}_a$ is given in mm yr$^{-1}$ and sums up the amount of runoff by which the model overestimates (positive sign) or underestimates (negative sign) observed runoff per year. Its advantages include that it can be directly related to the water balance of the corresponding catchment or region and is independent of the modelling time step. With an observed annual runoff sum of 1500 mm, for example, a $\text{SVD}_a$ of $+60$ mm yr$^{-1}$ means that the model

Fig. 2. Study area, with a total of 140 examined study catchments and 49 representative test catchments.
overestimates average annual runoff by 4%. The bias estimated by $SVD_m$ is usually largely attributable to errors in the precipitation input and water balance adjustment factors PKR and SNOKOR.

**Assessment periods**

Each of the three scores introduced above has its particular sensitivity: $NSE$ for high flows, $NSE_{low}$ for low flows and $VD$ for the water balance. In order to further increase the information content available for a monitored automatic model calibration, each of these scores is additionally assessed with regard to three time aspects:

- ** Entire time range (full):** The complete hydrograph output is considered at model time-step resolution (1984–2003 at hourly resolution in the present case). This time aspect is identical to the initial definition of the score. *full* is to be maximised in calibration.
- **Year-to-year standard deviation (ann):** The score is computed at model time-step resolution for each year, and subsequently, the standard deviation is computed for these yearly scores. This is to differentiate parameter sets with good scores over the entire period from scores which show high scores in some years and low scores in other years. When results over the entire time period (full) are similar, parameter sets with more constant year-to-year results (ann) are preferred. *ann* is to be minimised in calibration.
- **Month-to-month standard deviation (mon):** The score is computed at model time-step resolution for all data in the entire time period which belong to the same month (in the present case). This time aspect is identical to the month-to-month standard deviation as the respective year-to-year (ann) and month-to-month variability (mon), each for $NSE_{full}$ and $VD$. Ultimately, the total acceptability score ATOT is calculated from $ALIN$, $ALOG$ and $AVOL$ as a weighted geometric mean (following Seibert and McDonnell, 2002). The weights proposed here attach particularly high importance to the overall volume difference ($VD_{full}$) and to the overall Nash–Sutcliffe efficiency ($NSE_{full}$); for these scores, good performance is absolutely required in order to attain hydrologically plausible simulations.

Combining the three scores ($NSE$, $NSE_{low}$ and $VD$) with the three time aspects, a total of nine objective elementary scores are defined: $NSE_{full}$, $NSE_{ann}$, $NSE_{mon}$, $NSE_{full}^{slow}$, $NSE_{ln,ann}$, $NSE_{ln,mon}$, $VD_{full}$, $VD_{ann}$ and $VD_{mon}$: The year-to-year (ann) and month-to-month (mon) scoring systems give priority to parameter sets with constant performance and eliminate the effects of high frequency variability on the efficiency estimate. At the cost of somewhat lower overall efficiencies, it can be assumed that this procedure limits the variability on the efficiency estimate. At the cost of somewhat lower overall efficiencies, it can be assumed that this procedure limits the variability on the efficiency estimate. At the cost of somewhat lower overall efficiencies, it can be assumed that this procedure limits the variability on the efficiency estimate. At the cost of somewhat lower overall efficiencies, it can be assumed that this procedure limits the variability on the efficiency estimate.

**Combination into a total score**

In order to combine the nine elementary scores into a total score, they have to be transformed to a common value range between 0 and 1. If the value of a score $S$ is lower than the respective user-defined lower threshold $s_{low}$, its transformed value $T$ is 0 (worst); if $S$ is higher than the defined upper threshold $s_{high}$, $T$ is 1 (best); in-between, the transformation function is linear (see Fig. 3). The score-specific values for $s_{low}$ and $s_{high}$ are provided in Table 1. Using this transformation procedure, it is further possible to assess only the most sensitive – and therefore most relevant – value range of the scores (see grey area in Fig. 3). Very low and very high scores, respectively, are not further differentiated (see Seibert, 1997).

Using individual weights $w$ as indicated in Table 1, the nine elementary scores $NSE_{full}$, $NSE_{ann}$, $NSE_{mon}$, $NSE_{ln,full}$, $NSE_{ln,ann}$, $NSE_{ln,mon}$, $VD_{full}$, $VD_{ann}$ and $VD_{mon}$ (the asterisk indicating that the scores have been re-mapped to a common range of values) are then combined into three intermediate acceptability scores $ALIN$, $ALOG$ and $AVOL$, which summarise the model’s overall performance ($full$) as well as the respective year-to-year (ann) and month-to-month variability (mon), each for $NSE_{full}$ and $VD$. Ultimately, the total acceptability score ATOT is calculated from $ALIN$, $ALOG$ and $AVOL$ as a weighted geometric mean (following Seibert and McDonnell, 2002). The weights proposed here attach particularly high importance to the overall volume difference ($VD_{full}$) and to the overall Nash–Sutcliffe efficiency ($NSE_{full}$); for these scores, good performance is absolutely required in order to attain hydrologically plausible simulations.

\[
ALIN = \left( NSE_{full} - w_{1}^{\text{full}} + NSE_{ann} - w_{1}^{\text{ann}} + NSE_{mon} - w_{1}^{\text{mon}} \right) / w_{tot}^{\text{full}} \quad (5)
\]

\[
ALOG = \left( NSE_{ln,full} - w_{1}^{\text{ln}} + NSE_{ln,ann} - w_{1}^{\text{ln}} + NSE_{ln,mon} - w_{1}^{\text{ln}} \right) / w_{tot}^{\text{ln}} \quad (6)
\]

\[
AVOL = \left( VD_{full} - w_{1}^{\text{full}} + VD_{ann} - w_{1}^{\text{ann}} + VD_{mon} - w_{1}^{\text{mon}} \right) / w_{tot}^{\text{full}} \quad (7)
\]

\[
ATOT = ALIN^{\text{low}} \cdot ALOG^{\text{low}} \cdot AVOL^{\text{low}} \quad (8)
\]

with

\[
w_{\text{tot}}^{\text{full}} = \sum_{i=1}^{3} w_{i}^{\text{full}}, \quad w_{\text{tot}}^{\text{ln}} = \sum_{i=1}^{3} w_{i}^{\text{ln}}, \quad w_{\text{tot}}^{\text{full}} = \sum_{i=1}^{3} w_{i}^{\text{mon}}
\]

\[
w_{\text{tot}}^{\text{mon}} = w_{\text{tot}}^{\text{low}} + w_{\text{tot}}^{\text{ln}} + w_{\text{tot}}^{\text{full}}
\]

Fig. 4 summarises the calculation of the scores introduced above for a real-world catchment. This is also to illustrate how a relatively indistinct pattern of the popular Nash–Sutcliffe efficiency ($NSE_{full}$, top left) is further differentiated through logarithmic and volumetric scores, resulting in a clearly more distinctive pattern in the overall acceptability score ATOT. This additional differentiation-

Table 1

<table>
<thead>
<tr>
<th>Score</th>
<th>Lower threshold ($s_{low}$)</th>
<th>Upper threshold ($s_{high}$)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NSE_{full}$</td>
<td>0.25</td>
<td>0.95</td>
<td>$w_{1}=6$</td>
</tr>
<tr>
<td>$NSE_{ann}$</td>
<td>0.10</td>
<td>0.01</td>
<td>$w_{2}=4$</td>
</tr>
<tr>
<td>$NSE_{mon}$</td>
<td>0.50</td>
<td>0.02</td>
<td>$w_{3}=2$</td>
</tr>
<tr>
<td>$NSE_{ln,full}$</td>
<td>0.25</td>
<td>0.95</td>
<td>$w_{2}=3$</td>
</tr>
<tr>
<td>$NSE_{ln,ann}$</td>
<td>0.10</td>
<td>0.01</td>
<td>$w_{3}=1$</td>
</tr>
<tr>
<td>$NSE_{ln,mon}$</td>
<td>0.50</td>
<td>0.02</td>
<td>$w_{3}=1$</td>
</tr>
<tr>
<td>$VD_{full}$</td>
<td>0.10</td>
<td>0.01</td>
<td>$w_{1}=10$</td>
</tr>
<tr>
<td>$VD_{ann}$</td>
<td>0.15</td>
<td>0.02</td>
<td>$w_{2}=4$</td>
</tr>
<tr>
<td>$VD_{mon}$</td>
<td>0.10</td>
<td>0.02</td>
<td>$w_{3}=3$</td>
</tr>
</tbody>
</table>

*These scores actually need to be minimised in calibration. To keep the overall score consistent in using a function value of 1 as best result and calibration goal, $s_{high}$ (where the function value is 1) is lower than $s_{low}$ (where the function value is 0).
tion is also useful for tackling the problems induced by frequent overparameterisation of hydrological models (see e.g. Jakeman and Hornberger, 1993; Perrin et al., 2001; for HBV-type models see particularly Bergström, 1995) since the limited calibration information (see Introduction) is exploited more thoroughly.

**Search algorithm**

A major issue in tuning the parameters of a hydrological model is that several different sets of parameter values can result in similarly good results (Seibert, 1997; Madsen et al., 2002). This implies the presence of a number of local optima in parameter space, and typical calibration procedures will identify different local optima depending on the efficiency scores in use and the design and sophistication of the search algorithm (Wilby, 1996). In practical terms, it is usually impossible to find a single ‘optimal’ parameter set (Duan et al., 1992; Wagener et al., 2001; Beven, 2006b). Our aim, therefore, is to identify a parameter set which yields good results and is representative for the catchment’s hydrological behaviour. The latter is particularly important with respect to our overall goal of parameter regionalisation (Viviroli et al., 2009a) and will be discussed in more depth in “Discussion”.

We here propose an iterative method which sequentially treats the parameters pair-wise and narrows down the considered parameter space step by step (Zappa and Kan, 2007). As Fig. 5 shows, the user-defined acceptable parameter space is first of all divided into $3 \times 3$ tiles, and the model is run for each of the four intersection points of the dividing lines. Then, the four tiles surrounding the intersection point with the best overall acceptability score $ATOT$ are kept, while the remaining five tiles are discarded (Fig. 5a). With such a single iteration step, the parameter space is reduced by a factor of five ninths. The same procedure is then repeated, each time using the respective remaining parameter space for a maximum number of iterations as defined by the user; 4–8 iterations are recommended for each parameter pair (Fig. 5b). If there is no significant improvement of the overall acceptability score $ATOT$, the iteration is stopped for the current parameter pair, and the procedure continues with the next pair.

The parameter arrangement scheme chosen (see Table 2) groups parameters with reference to similar processes and assumes that best results are obtained by treating these common sensitivities. Furthermore, the grouping follows the model schematic from input treatment and melt processes to fast and then slow components; hence, the most sensitive parameters are treated first. Since the parameters are treated pair-wise and not at once, multiple sequential runs of the above parameter search algorithm are recommended in order to allow all parameters to adjust to each other. For the extensive sample used in this study, best results were achieved with three sequential calibration runs. Further runs did not lead to significant changes in parameter values.

**Calibration period**

A split-sample approach was adopted to divide the simulation into a calibration period and a validation period. Recommendations concerning how many years to use for calibration differ from author to author. A basic requirement is that all hydrological conditions relevant for the respective catchment should occur in the selected time-span. Statistically, 2–3 years are sufficient for this according to Sorooshian and Gupta (1995), Merz (2002) recommends 5 years for a lumped HBV-type model with 11 tuneable parameters running in daily time steps. On the basis of previous experience with PREVAH, 4 years were chosen for calibration in the present study. A preceding warm-up year is used to estimate the storage fill levels, particularly the levels of snow and baseflow storages, which are very difficult to determine a priori. A warm-up year also precedes model validation and all other simulations presented here; in all cases, it is discarded and not used for evaluation of model performance. The suitability of this model initialisation is discussed in “Model warm-up”.

---

**Fig. 4.** Set-up of PREVAH’s calibration score system consisting of nine subscores. The asterisks indicate that the scores have been mapped to a common value range from 0 to 1. Individual weights $w$ serve to calculate the intermediate scores $ALIN$, $ALOG$ and $AVOL$ and, ultimately, the summary score $ATOT$ (see Eqs. (5)–(8)). The score system is illustrated taking the example of the comparative assessment of model parameters CG1H (abscissa each) and SLZ1MAX (ordinate each), catchment of Bibere@Kerzers, 1994–1997.
The 1994–1997 period (with 1993 as the model warm-up year) was chosen for calibration since it offers the best conditions concerning meteorological network density. Furthermore, it is the time period for which the largest number of the selected 140 catchments has gauged runoff data, which allows the calibration period to be kept highly constant. Further details concerning the suitability of this calibration period will be provided in the Discussion Section. For catchments where no runoff data are available for this period, the alternative calibration periods 1984–1987, 1989–1993 or 1999–2003 are used, each with a preceding warm-up year. The years not used for calibration serve for model validation; typically, these are 15 years (1984–1993 and 1998–2003, warm-up year 1983).

The calibration procedure that has been introduced in this section will be referred to as ‘standard procedure’ below.

Flood calibration

With a view to flood estimation, the standard calibration procedure introduced above had to be extended with peak-flow-sensitive efficiency scores in order to improve results in peak-flow simulation. This entails compromises in standard model quality since it is not feasible to reproduce both standard and flood conditions with the same parameter set due to a combination of inadequacies in model structure and inaccuracies in rainfall and discharge data (Lamb, 1999; see also Cullmann, 2007). This is especially true if high temporal resolutions and long simulation periods are considered.

Extending the scores introduced by Lamb (1999), an attempt was made to construct a combination of peak-flow-sensitive measures which features maximum objectivity and allows calibration which requires – contrary to Lamb’s study – no user intervention.

Peak-flow-sensitive efficiency scores

A total of four additional peak-flow-sensitive scores are used. Two of them are computed on the basis of a peak-over-threshold (POT) series (Naden, 1992) which encompasses, for a total period of k years, the 3 × k largest records of the time series in question. To extract POT series, the independency of two subsequent peaks \( P_1 \) and \( P_2 \) needs to be ensured. Therefore, runoff is required to fall below a threshold value of \( \bar{Q} + (\min(P_1, P_2) - \bar{Q})/2 \), i.e. below half the height of the smaller of the two peaks, relative to mean annual runoff \( \bar{Q} \) (see Maniak, 2005). If this condition is not met, only the larger of the two peaks is extracted.

Fig. 5. Iterative search algorithm: (a) shows a single iteration, (b) the result of four successive iterations.
The first score is sensitive to the extent and timing of the peaks in the POT record and was proposed by Lamb (1999):

\[ Q_{POT} = \frac{m}{\prod_{i=1}^{m}(p_i - p_i)/P + (T_i - T_i)/T}, \quad Q_{POT} \in [0, \infty] \]  

(9)

For a POT series with \( m \) records, \( p_i \) and \( p_i \) are the \( i \)th-largest observed and simulated peak-flow values, respectively, \( P \) is the difference between the largest and the smallest observed peak-flow values, \( T_i \) and \( T_i \) are the occurrence times of the \( i \)th-largest observed and simulated peak-flow values, respectively, and \( T \) is the time difference between the latest and the earliest observed peak flows. A \( Q_{POT} \) value of 0 indicates perfect correspondence of observed and simulated peaks; with growing deviation, the function value increases. \( Q_{POT} \) has no upper limit and is a relative value, i.e. it can be used only to assess the improvement between two different model runs.

Also introduced by Lamb (1999), the second score is the sum of absolute errors in the POT series:

\[ SAE_{POT} = \sum_{i=1}^{m} |P_i - p_i|, \quad SAE_{POT} \in [0, \infty] \]  

(10)

Again, this is a relative function; a \( SAE_{POT} \) value of 0 means perfect correspondence, its increase points at growing deviations between observed and simulated peaks.

The third score is a sum of weighted absolute errors which considers the entire flow record. By multiplying the absolute errors with observed runoff \( Q \) to the power of \( a \), the sensitivity for high flow values is increased:

\[ SWAE = \sum_{i=1}^{m} (Q_i^a)(Q_i - q_i), \quad SWAE \in [0, \infty] \]  

(11)

A value of \( a = 1.5 \) was used, as proposed by Lamb (1999), for evaluation of peak-flow conditions.

Finally, the particular conditions of high-Alpine catchments are accounted for with a fourth score, which assesses the \( k \) annual peak-flow (APF) values. Particularly in glaciated catchments, the highest annual runoff value can be very similar from year to year. It therefore occurs quite frequently that the \( i \)th-largest observed peak value \( P \) corresponds very well to the \( i \)th-largest simulated peak value \( p \), although \( P \) and \( p \) originate from different years (comparable issues were reported by Cameron et al., 1999). Although \( Q_{POT} \) considers this effect to some extent, it was necessary to introduce a specific score based on Spearman’s rank correlation coefficient:

\[ SRCAPF = 1 - \frac{6 \cdot \sum_{i=1}^{m} (P_i - p_i)^2}{k(k^2 - 1)}, \quad SRCAPF \in [-1, 1] \]  

(12)

Combination with standard calibration

The aim of deterministic long-term simulation requires a hydrologically plausible model parameterisation, even for the flood-adjusted version (see e.g. Beven, 2001). Therefore, the flood calibration starts from the parameter set established using the above standard procedure; it consists in running the iterative search procedure one more time, now incorporating the additional flood-sensitive scores. The weight \( w_{HQ} \) defines the influence of the flood-sensitive scores, with \( w_{HQ} = 1 \) meaning a pure calibration to flood scores and \( w_{HQ} = 0 \) a pure calibration to standard scores.

To determine the value of \( w_{HQ} \), six representative catchments were examined with values of \( w_{HQ} = 0, 0.25, 0.5, 0.75 \) and 1. Fig. 6 shows that as to the flood-sensitive scores (left), no improvement is achieved for values of \( w_{HQ} \) larger than 0.5. It is also evident that only the \( Q_{POT} \) and \( SAE_{POT} \) scores can be improved markedly in all six representative catchments. In contrast, \( SWAE \) and \( SRCAPF \) show individually different results for the six catchments. Therefore, the average changes observed in Fig. 6 are small and indicate no clear tendency. The behaviour of standard scores (Fig. 6, right) shows a slight increase for \( w_{HQ} = 0.25 \) and then a steady decrease with increasing \( w_{HQ} \) — obviously, compromises have to be made in order to improve reproduction of flood events. With a \( w_{HQ} \) value of 0.5, a maximum increase in flood scores is achieved while the decrease in standard scores remains at an acceptable level.

Results

The calibration and validation results from 49 representative catchments are summarised in Fig. 7. We will focus on Nash–Sutcliffe efficiency (\( NSE \)) and annual average volumetric deviation (\( SDV_a \)) since these scores are well known and most easily interpreted.

For the standard calibrated version, the loss in \( NSE \) when moving from the calibration period (median \( NSE: 0.75 \)) to the validation period (median \( NSE: 0.72 \)) is small, and the characteristics of inter-quartile range and spread do not change significantly. It can
against the backdrop of average runoff of Switzerland the catchment’s dynamics. The same is true for the Fig. 7. Box-plot for the quartile spread rises from 14.9 mm yr\(^{-1}\) the lower quartile is greater than 3 times the quartile range). The parameter sets. Circles denote outliers (distance from upper or lower quartile is between 1.5 and 3 times the quartile range), stars extreme values (distance from upper or lower quartile is greater than 3 times the quartile range).

therefore be assumed that the parameter sets are representative of the catchment’s dynamics. The same is true for the NSE\(_{in}\) score, which even achieves a slightly higher median value of 0.81 (calibration) and 0.79 (validation). When comparing these results to those from other studies, it should be borne in mind that the assessment of hourly flows with the Nash–Sutcliffe efficiency is more demanding than the assessment of daily flows. Furthermore, the present study considers catchments with a wide range of different properties in a complex mountainous environment subject to large regional and seasonal differences in meteorological conditions.

The excellent median calibrated SDV\(_c\) of +0.9 mm yr\(^{-1}\) slightly decreases to –21.0 mm yr\(^{-1}\) in validation, and at the same time, the quartile spread rises from 14.9 mm yr\(^{-1}\) to 72.3 mm yr\(^{-1}\). Against the backdrop of average runoff of Switzerland (991 mm yr\(^{-1}\); see Weingartner et al., 2007), these values are interpreted as an annual runoff overestimation of 0.1% (quartile spread: 1.5%) for calibration and an underestimation of 2.1% (quartile spread: 7.3%) for validation. These figures are very reasonable particularly when the large uncertainties in interpolated precipitation are taken into consideration (see e.g. Chaubey et al., 1999; Ahrens and Jaun, 2007). Therefore, the representativity of our parameter sets is confirmed also with regard to water balance.

Looking at the flood-calibrated parameter sets, it is apparent that they perform worse than the standard calibrated variant with respect to the normal flow scores assessed here. This highlights the necessity to make compromises in overall model quality in order to achieve an improvement of the range of peak-flow values. The compromises are apparent particularly in the rather marked increase in volumetric deviation (SDV\(_v\)). Nevertheless, the NSE and NSE\(_{in}\) scores indicate that the simulation is still hydrologically plausible. Furthermore, the decrease from calibration to validation is as small as that for standard calibration, although a few outliers to the bottom are observed. Still, stability and representativity of the flood-calibrated parameter sets can be assumed.

The improvements achieved for the two particularly relevant peak-over-threshold scores QT\(_{PO\text{T}}\) and SAE\(_{PO\text{T}}\) through flood calibration (calHQ) are shown in Fig. 8. Since both scores are relative only, the improvements are given relative to standard calibration (calMQ):

\[
QT_{PO\text{T}}^{\text{calMQ}} = \frac{\left\{\left(QT_{PO\text{T}}^{\text{calMQ}} - QT_{PO\text{T}}^{\text{calHQ}}\right) / QT_{PO\text{T}}^{\text{calHQ}}\right\}}{\text{C0}138}
\]

(13)

\[
SAE_{PO\text{T}}^{\text{calMQ}} = \frac{\left\{\left(SAE_{PO\text{T}}^{\text{calMQ}} - SAE_{PO\text{T}}^{\text{calHQ}}\right) / SAE_{PO\text{T}}^{\text{calHQ}}\right\}}{\text{C0}138}
\]

(14)

For QT\(_{PO\text{T}}\), a median improvement of 32% is observed in calibration. Validation falls noticeably short of this because the assessment of flood peaks concerning both their size and their timing is very demanding. Nevertheless, with a median improvement of 13%, a visible improvement is achieved in the majority of cases. Results for SAE\(_{PO\text{T}}\), on the other hand, are very stable, with a median improvement of 54% both for the calibration period and for the validation period. Detailed results concerning flood estimation are discussed in the companion paper by Viviroli et al. (2009a).

A similar evaluation for all 140 catchments is not feasible since for some catchments, validation data (i.e. hourly observed runoff) are available only for short periods; this means that an assessment would be too heterogeneous. The median scores achieved in calibration, however, are very similar to those of the representative sample above: for standard calibration, median values are 0.74 for NSE, 0.77 for NSE\(_{in}\) and 2.2 mm yr\(^{-1}\) for SDV\(_c\); for flood calibration, they are 0.67 for NSE, 0.63 for NSE\(_{in}\) and 53.0 mm yr\(^{-1}\) for SDV\(_v\) (for details see Viviroli, 2007).

On average, standard calibration required 309 model runs (range: 204–408 runs), while the additional flood calibration took another 139 model runs (range: 120–144 runs). Compared to other parameter identification methods such as grid search (see “Search algorithm”) or Monte-Carlo (see “Discussion”), this is highly efficient. High efficiency is relevant considering that PREVAH is a semi-distributed HBV-type model, where a single model run for

![Box-plot for NSE, NSE\(_{in}\), and SDV\(_v\) model scores from 49 representative catchments in calibration (callb) and validation (valid) periods for standard and flood-calibrated parameter sets. Circles denote outliers (distance from upper or lower quartile is between 1.5 and 3 times the quartile range), stars extreme values (distance from upper or lower quartile is greater than 3 times the quartile range).](image)
Fig. 9 examines NSE relative to various catchment properties: As to catchment size, best results are obtained in the scale range of 100–500 km²; for catchments smaller than about 25 km², the maximum model efficiency achieved decreases noticeably. A general tendency is observed in that smaller catchments show a higher number of low NSE values, which is consistent with expected effects of error averaging for intermediate scales (see Blöschl, 2001).

As to the other properties, connections are observed insofar as the number of catchments showing low NSE values decreases with increasing value of the examined property. From the HRU size pattern it can be deduced that catchments with more homogeneous properties (i.e. bigger HRUs) are slightly easier to model. The patterns for mean catchment altitude and particularly for average simulated snowmelt show that the reliability of snowmelt and glacier melt simulation is high (similar findings were obtained for Austria by Parajka et al., 2005). It is assumed, however, that these patterns are partly caused by the particular sensitivity of the NSE score to the discharge regime type (see “Elementary scores used” and Schaefli and Gupta, 2007). Precipitation and runoff characteristics suggest that drier catchments are more difficult to simulate with the present model set-up. Results from catchments which were discarded because of insufficient efficiencies have shown that below 1250 mm yr⁻¹ of areal precipitation, there are a greater number of catchments with low NSE values (Viviroli, 2007). A similar threshold appears to be constituted by 1000 mm yr⁻¹ of observed runoff. Neither of these properties, however, seem to limit model efficiency, i.e. high NSE values are observed across the entire range of precipitation and runoff characteristics.

The above six catchment characteristics were also evaluated with regard to SDV, and the improvement of QTpot from standard to flood calibration (QTrelMQ). No clear patterns, however, were found in these scores except a larger improvement of QTpot in basins with smaller HRU size (Viviroli, 2007). This means that neither the adjustment of volumetric error nor the flood calibration routine are particularly dependent on the properties examined.

calibration at hourly resolution typically takes several minutes using modern computer resources. Efficiency regarding results will be commented on in the Discussion.
Discussion

Effectiveness

The effectiveness of our calibration procedure and the plausibility of the parameters determined were assessed by comparing them to the results of a Monte-Carlo analysis. For this purpose, 50,000 parameter sets were generated randomly for a few selected catchments, with parameter limits identical with those used in calibration (see Table 2). The large number of random parameter combinations is necessary for gaining sufficient resolution of the 12-dimensional parameter space. The comparison is based on the standard calibrated parameter sets (as opposed to the additional flood calibration variant), which are expected to have higher overall hydrological plausibility. On a current x86 machine, such a Monte-Carlo experiment with PREVAH running in hourly time steps typically takes several weeks per catchment.

Fig. 10 shows the results of the Monte-Carlo analysis for the Alpine, non-glaciated catchment of Allenbach@Adelboden (area: 28.8 km²). Concerning NSE in the 1994–1997 calibration period (upper half of Fig. 10), the parameter set identified with our pragmatic calibration routine (black diamonds) scores as high as the
best parameter sets from the Monte-Carlo sample: the standard calibrated set ranks 13th of the 50,000 random sets and is therefore within the best 0.03%. The time taken to obtain the figures for that set, however, is shorter by a factor of roughly 100.

The lower part of Fig. 10 reveals that the PREVAH summary score ATOT is indeed able to further differentiate the simulation results. In the case of GG1H or PERC, for instance, the relatively indistinct NSE pattern is complemented with a more discernible range of best results regarding ATOT. Fig. 10 reveals that in the case of the Allenbach River, the ATOT scores for the parameter sets identified using our calibration routine are lower than those from the Monte-Carlo analysis – although their rank of 145th is still within the best 0.29% of the 50,000 random realisations. It should, however, be noted that these results for ATOT are not entirely comparable. In our calibration, ATOT is used to guide the individual pair-wise calibration steps with a view to obtaining plausible parameter interactions and, ultimately, a representative parameter set. With this goal, ATOT combines the NSE, NSElog and VD efficiency scores with three time periods (see “Efficiency score system”) and introduces valuable knowledge of parameter sensitivity into the calibration process. In Monte-Carlo sampling, however, ATOT is not able to function as intended because it is directly applied to the entire parameter set.

A visual analysis of the baseflow modelled (Fig. 11) confirms that our calibration leads to highly plausible behaviour of the groundwater module for the Allenbach River: the modelled baseflow component is neither too inert (which would mean that it is substituted by interflow) nor too active (which would mean that it substitutes for interflow). The 51 best Monte-Carlo realisations, in contrast, show a wide range of less plausible groundwater responses. On the one hand, baseflow is frequently misused as a partial substitute for interflow. On the other hand, baseflow is in some cases nearly constant over all seasons, meaning that the groundwater module merely produces a more or less uniform offset runoff value. There is no apparent connection between model performance and plausibility of baseflow simulation in the Monte-Carlo experiments, except that baseflow responses that are clearly too inert achieve rather low scores in the majority of cases (not always, though). Whereas the results from the Monte-Carlo experiments seem to show only low sensitivity towards baseflow and may therefore be implausible in that respect, more highly sensitive model components such as snowmelt show a clear response in

Fig. 11. Baseflow component from the 51 (out of a total of 50,000) Monte-Carlo experiments with best performance according to Nash–Sutcliffe efficiency (NSE), compared to baseflow and total runoff from calibrated model. Total runoff from Monte-Carlo experiments is not shown since the differences from calibrated total runoff are relatively small.

model efficiency and are therefore plausible even if selected from randomly generated parameter sets.

It has already been shown in the “Results” chapter, and will be demonstrated in more detail in “Calibration period”, that our procedure leads to representative parameter sets which show only small decreases in model performance when moving from calibration to validation period. Such representativity and robustness is, however, not guaranteed at all for a random procedure that runs the risk of overfitting the model and therefore yielding parameter sets with poor physical plausibility (Schoups et al., 2008) and inferior suitability for parameter regionalisation.

The above analysis also made it apparent that our model is particularly sensitive to the two water balance correction factors PKOR and SNOKOR (see Fig. 10). It was hoped that an additional Monte-Carlo experiment with these two values fixed at 0, would lead to an increase in sensitivity for the other parameters. However, the resultant changes were rather small; the number of parameter sets with reasonable results was still high for 10 parameters (Viviroli, 2007).

Calibration period

In the following section, we will examine whether our calibration procedure yields parameter sets that show similar performance irrespective of the calibration period in use.

Assessment of an exemplary test catchment

In a first detail analysis for an exemplary catchment, standard calibration was carried out for Allenbach@Adelboden for the four independent periods 1984–1987, 1989–1992, 1994–1997 and 1999–2002, each with a preceding warm-up year, which was discarded. Fig. 12 shows Nash–Sutcliffe efficiencies (NSEs) and summarised annual volumetric deviations (SVDs) for these four calibration periods and suggests that there is no dominant influence of calibration period on simulation results. The pattern of annual NSE and SVDa scores is comparable for each of the variants, leading to the conclusion that model performance is mainly governed by the hydrological processes occurring and the representativity of meteorological input; this will be further discussed in the subsequent section. Concerning average NSE, no parameter sets are found which perform better than those determined in the 1993–1997 standard calibration period. The unsatisfactory results in NSE for 1989 are due to problems concerning the meteorological data.

Assessment of 49 representative test catchments

In a second analysis, the 49 representative catchments were calibrated on two independent calibration periods: 1984–1987 and 1994–1997. A detailed analysis of model performance in these 49 representative catchments is given in Fig. 13, which shows SVDa and NSE results for all simulation years (1984–2003).
Comparing the results from calibrations on 1984–1987 and 1994–1997, respectively, differences emerge as to the behaviour of NSE in the individual catchments (Fig. 13a). However, the patterns of both median and interquartile range are remarkably similar, which emphasises the robustness of our calibration scheme. The occurrence of negative NSE values is due to failure of meteorological stations in regions with a sparse network of such stations, which cannot be amended for either calibration period.

A slightly more stable picture is observed in the average annual summarised volumetric deviations (SVDa) when using the 1994–1997 calibration period. It might be relevant that this calibration period is closer to the middle of the entire 1984–2003 simulation period and is therefore more representative. The 1984–1987 calibration period, by contrast, is at the edge of the overall simulation period, and the respective parameter sets are therefore applied for years more distant from the actual calibration. Consequently, long-term oscillations in the water balance of the catchments may show through. Another factor, as mentioned above, is that the network of meteorological stations is denser in the later of the two calibration periods; therefore, more information is available to the model, which, in turn, allows more effective calibration.

**Model warm-up**

As mentioned in “Calibration period”, each simulation is preceded by a warm-up year, which is a common practice in hydrological modelling (see e.g. Seibert, 1997 and Zappa et al., 2003 for use in HBV-type models). McIntyre et al. (2005) are most specific in this respect and recommend neglecting the first 20% of the data time series to reduce sensitivity to initial conditions. This is in accordance with our experience from using PREVAlH, which led us to use 1 year for warm-up and the subsequent 4 years for actual calibration (i.e. exactly the relation of 20–80%). This model spin-up particularly serves to fill the low-frequency storages for baseflow and snow. Especially for these more inert model components, it seems important that the warm-up period is of sufficient length to achieve reasonable initial conditions for calibration. Further significance of this is derived from the slight drift in the long-term water balance of the catchments which was revealed by analysis of SVDa in the preceding “Assessment of 49 representative test catchments”.

For 49 representative catchments of our sample, we examined the deviation of a freshly started model (M93, begin: 1.1.1993) as compared to a model which had already been running for 10 years (M83, begin: 1.1.1983). The freshly started model refers directly to the calibration situation in this paper, as described in “Calibration period”: simulation starts in 1993, the first 12 months are discarded and the calibration refers to the 1994–1997 period. Not surprisingly, the most noticeable deviations are observed for the lower zone (saturated) storage SLZ and the corresponding slow runoff component R2, both of which refer to baseflow. The median deviation of the 49 representative catchments after 12 months is, however, still relatively low (SLZ: +7%, R2: +3%) and therefore representative for calibration. The initialisation of snow storage (SSNO) poses no problem since all catchments are clear of snow in summer (with the exception of snow in the accumulation zone of glaciers; this is treated separately, however). Consequently, the snow storages of M93 and M83 are replenished with similar water equivalents after the first summer in M93. For the fast and delayed runoff components (R0 and R1, respectively) as well as the corresponding upper zone storage (SUZ), temporary deviations are observed at the very beginning of M93 when SUZ is empty yet, and in the first snowmelt season (April/May, i.e. months 4/5 of M93) when fast runoff from snowmelt is too small. The relative deviations of further higher-frequency storages (e.g. soil moisture storage SSM, interception storage SI) are smaller than 1% after 30 days at the latest and remain negligible afterwards.

The above analyses lead us to the conclusion that the one-year model warm-up chosen in this study is sufficient. The deviations in SLZ and R2 at the beginning of the actual calibration period seem acceptable, particularly when it is borne in mind that the focus of the present paper is on peak flows rather than low flows. To achieve even more accurate initial conditions in future, various procedures may be adopted. One possibility would be to use a second warm-up year. Although such a procedure could further improve the accuracy of initial conditions, it seems unfavourable since valuable gauge data are sacrificed. Another possibility would be to assign initial snow storage values, which is difficult, though, since snow conditions may vary strongly from year to year (Auer et al., 2007). Furthermore, these storage values would even need to be specified for horizontal layers of 100 m height, which is difficult to determine but crucial for snowmelt behaviour in spring. Finally, regionally differentiated values for an a priori initialisation of SLZ could be sought (see e.g. Schwarze et al., 1999).

**Complementary information content of flood efficiency scores**

Being of particular relevance to the flood calibration variant, the complementary information content of the peak-flow-sensitive scores is assessed using the Monte-Carlo experiment introduced above. The Nash–Sutcliffe efficiency (NSE), a typical standard efficiency score, serves as a reference value. Complementarity can be assumed if high values in a peak-flow-sensitive score are not connected with high NSE scores and vice versa.

The patterns resulting for our exemplary catchment of Allenbach@Adelboden (Fig. 14) can be interpreted as follows:

- For QTpot and NSE, no common optimum is found: for best results concerning QTpot (upper front of dot cloud), some compromises have to be made concerning NSE (right front of dot cloud) and vice versa. Therefore, it can be assumed that QTpot introduces information which is not contained in NSE. However, finding a parameter combination which is plausible with regard to standard flow (NSE) and gives good results for peak flows (QTpot) seems possible (upper right front of dot cloud).

![Fig. 14. Comparison of flood-sensitive scores QTpot, SAEpot, SWAE and SRCop with standard Nash–Sutcliffe efficiency (NSE); the common optimum is always located to the upper right. Data from 50,000 randomly created (Monte-Carlo) parameter sets for Allenbach@Adelboden catchment (28.8 km²), 1994–1997 simulation period.](Image)
The interpretation of SAE_{PET} is similar to that of QT_{PET}, although minor compromises are necessary to obtain good results for both SAE_{PET} and NSE. Since good results for SAE_{PET} are also found when using parameter sets with low NSE, the overall hydrological plausibility of SAE_{PET} must be rated lower.

- The SWAE and NSE scores clearly share a common area of best results (upper right tip of dot cloud). When NSE is high, only little additional information can be expected from SWAE; with lower NSE values, however, SWAE can be used to discern parameter sets with better reproduction of high flow conditions.
- For SRC_{APF}, there seems to be only a small connection with NSE, which strongly suggests that independent information is provided by SRC_{APF}. At the same time, the very limited agreement of high SRC_{APF} values with high NSE values indicates that the overall hydrological plausibility of SRC_{APF} is low – not surprisingly, since it only assesses the annual peak-flow record. Therefore, SRC_{APF} should always be used in combination with other efficiency scores such as NSE.

In conclusion, it can be said that the QT_{PET} and SAE_{PET} scores are most valuable for adding peak-flow information to the calibration process. The SWAE score, on the other hand, contains less extra information on peak flows and rather serves to complement flood calibration. Finally, SRC_{APF} may be valuable for further differentiating results from the above scores, although it is of an auxiliary nature only due to its low plausibility for overall simulation.
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**Conclusions**

Our pragmatic iterative calibration procedure does not claim to find with absolute certainty a global optimum in parameter space. Rather, it was demonstrated that it identifies robust parameter sets which maintain high performance scores in model validation. Besides reliability and objectivity, the procedure’s major advantage is its cost-effectiveness, which makes it particularly useful for models demanding a great deal of CPU time, such as PREVAH. Therefore, many basins can be calibrated simultaneously by a single user, which also makes this method particularly valuable for national hydrometeorological surveys that use hydrological modelling for water resource management or flood estimation tasks at an extensive number of gauge sites. Furthermore, it is possible to re-calibrate a model for many sites within a reasonable period of time when additional or improved data become available (e.g. improved weather radar products; see Wüest et al., submitted) or when a specific event should be analysed for many sites (e.g. analysis of the 2005 flood events by the Swiss Federal Office for the Environment; see Bezzola et al., 2008 and Schwanbeck et al., 2008).

While there is no need for user intervention, the modeller can still adjust details of the procedure, e.g. by adapting the weights of the individual scores to the purposes of the specific study (e.g. focus on low flows or water balance). Furthermore, specific field experience about processes can be included by adapting the acceptable parameter range (see “Search algorithm”; also see Seibert and McDonnell, 2002). The additional flood calibration mode provides a well-balanced procedure to improve the standard parameter sets with respect to modelling high flows. Although compromises have to be made regarding the range of standard flow conditions, overall hydrological plausibility is retained.

With the methods presented here, it was possible to calibrate and validate a process-oriented, semi-distributed hydrological model in a daily time resolution for an extensive set of 140 mesoscale catchments in Switzerland. This is an essential step in tackling the regionalisation of the hydrological model PREVAH for Switzerland. Adding the flood calibration mode provides the basis for flood estimation in ungauged Swiss basins through continuous process-based modelling (Viviroli et al., 2009a).


